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a b s t r a c t 

To investigate the sensitivity of predictions to chemical kinetics models, two different kinetics models, 

GRI-Mech 3.0 and an 11-species syngas model, are compared by performing 3D finite-rate kinetics-based 

direct numerical simulations (DNS) of a temporally evolving turbulent non-premixed syngas flame. Dy- 

namic adaptive chemistry and correlated transport techniques are applied to enable computationally ef- 

ficient simulation with the detailed GRI-Mech 3.0. Both chemical kinetics models, providing comparable 

qualitative trends, capture local extinction and re-ignition events. However, significant quantitative dis- 

crepancies (86–100 K difference in the temperature field) indicate high sensitivity to the chemical kinet- 

ics model. The 11-species model predicts a lower radicals-to-products conversion rate, causing statistically 

more local extinction and less re-ignition. This sensitivity to the chemical kinetics model is magnified rel- 

ative to a 1D steady laminar simulation by the effects of unsteadiness and turbulence (up to 7 times for 

temperature, up to 12 times for CO, up to 13 times for H 2 , up to 7 times for O 2 , up to 5 times for CO 2 , 

and up to 13 times for H 2 O), with the deviations in species concentrations, temperature, and reaction 

rates forming a nonlinear positive feedback loop under reacting flow conditions. The differences between 

the results from the two models are primarily due to: (a) the larger number of species and related kinetic 

pathways in GRI-Mech 3.0; and (b) the differences in reaction rate coefficients for the same reactions in 

the two models. Both (a) and (b) are sensitive to unsteadiness and other turbulence effects, but (b) is 

dominant and is more sensitive to unsteadiness and other turbulence effects. At local extinction, the ma- 

jor differences between the results from the two chemical kinetics models are in the peak values and 

the volume occupied by the peak values, which is dominated by unsteady effects; at re-ignition, the 

differences are mainly observed in the spatial distribution of the reacting flow field, which is primarily 

dominated by the complex turbulence–chemistry interaction. 

© 2017 The Combustion Institute. Published by Elsevier Inc. All rights reserved. 
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1. Introduction 

Direct numerical simulation (DNS) and large eddy simulation

(LES) are powerful tools for understanding the complex interplay

of turbulent mixing, molecular diffusion, and finite-rate kinetics.

These approaches are critical to analyzing and improving the de-

sign and development of advanced energy conversion and propul-

sion systems. However, DNS/LES suffers from a bottleneck in the

calculation of the stiff finite-rate chemical reactions and transport

properties, when moderately complex to detailed chemical kinet-

ics models are employed to account for a wide range of combus-

tion processes. Furthermore, it is unclear how different chemical

kinetics models affect DNS/LES results on local extinction and re-
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gnition phenomena in turbulent combustion environments. These

vents may lead to increased emissions, combustion instability, or

ame blowout, however; so accurate prediction of them is an im-

ortant aspect of high-fidelity simulations. Accurate prediction will

n turn require a quantitative understanding of the wide range of

ime and length scales involved, and of the complex interactions

etween turbulent mixing, molecular diffusion, and chemical reac-

ions. 

Detailed finite-rate chemistry and mixture-averaged transport

re computationally intensive, especially in 3D turbulent com-

ustion simulations [1–3] . For this reason, except for those con-

uming excessive computational resources and time [4–6] , most

ast DNS/LES studies of turbulent combustion have used either

 flamelet model with detailed chemistry ( ∼50 species or more)

7–10] or a simplified/reduced finite-rate chemical kinetics model

ith non-stiff reactions ( ∼10 species) [11–16] . Both approaches,

owever, are of limited accuracy and may reduce the overall qual-

ty of prediction [17] . Therefore, acceleration of the computation
. 
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Fig. 1. Schematic of the canonical temporally evolving non-premixed flame. 
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f chemical kinetics and transport properties will be required to

nable computationally efficient and accurate simulations with the

NS/LES approach employing detailed finite-rate chemical kinetics

odels. 

In order to reduce computational cost, several mechanism re-

uction methods [18–21] have been proposed. These models es-

entially reduce the number of species in the chemical kinetics

odels. Well-verified by homogeneous ignition delays, extinction

urves in the perfectly stirred reactor, and laminar flame speeds,

lobally reduced models for hydrocarbons generally require at least

40 species to cover all user-defined conditions of interest (fuel

ype, oxidizer type, equivalence ratio, initial pressure and temper-

ture). Unfortunately, such a large number of species is still too

arge for DNS/LES using the finite-rate kinetics approach. To tackle

his challenge, dynamic adaptive chemistry (DAC) [22,23] was pro-

osed to utilize detailed stiff finite-rate chemistry. DAC generates

ocally-optimized reduced kinetics for each spatial location and

ime step, and only the reaction rates of active species are calcu-

ated. DAC has been applied to accelerate the kinetics computa-

ion in DNS of 0D/1D reactors [24] , 2D RANS of DI engines [25] ,

nd 3D URANS and LES of spray flames [26] . To further reduce

he large computational overhead of DAC in mechanism reduc-

ion, Correlated-DAC (CO-DAC) [27] and Correlated-DAC & Trans-

ort (CO-DACT) [28] were introduced to further accelerate both

hemistry and transport calculation in 0D/1D simulation of lami-

ar flames. Recently, Yang et al. rigorously verified and optimized

O-DACT in DNS of a turbulent premixed flame in the thin re-

ction zone regime [29] , and in LES of a turbulent partially pre-

ixed flame [30] , to allow computationally efficient DNS/LES with

etailed finite-rate chemistry. The sensitivity of simulation results

o different chemical kinetics models is still unclear, however, par-

icularly with regard to the prediction of local extinction and re-

gnition events. This is the focus of the present investigation. 

Most existing chemical kinetics models offer similar predictions

f ignition and extinction in 0D/1D finite-rate simulations of lam-

nar combustion processes. Is it appropriate, therefore, to extend

his observation to a 3D turbulent combustion environment? This

uestion is practically important because most large-scale combus-

ion simulations were conducted using (globally reduced) chemical

inetics models validated/verified purely based on 0D/1D steady

aminar tests. In order to answer this question, two different chem-

cal kinetics models (GRI-Mech 3.0 [31] and an 11-species model
Table 1 

Simulation case. 

Mach Re jet Da η (m

Simulation case 0.11 2315 0.01 1 . 2
13] ) are used to simulate a temporally evolving turbulent non-

remixed syngas flame, and the results are compared. 

. Physical model and flow conditions 

In this study, we consider a canonical temporally-evolving non-

remixed flame (shown in Fig. 1 ). This type of flame has been ex-

ensively studied in the past, using DNS [12,13,15] and LES [14,16] .

he flow parameters and the grid information are provided in

able 1 . We consider a reduced characteristic jet velocity U =
00 m/s to allow for simulations with a coarse grid. All the simula-

ions are conducted at pressure P = 1 atm. The canonical flow con-

guration comprises an inner fuel jet (50% CO, 10% H 2 , and 40% N 2 

y volume) and an outer oxidizer stream (25% O 2 and 75% N 2 by

olume), which are counter-flowing in the streamwise direction.

he jet has a Reynolds number ( Re jet ) of 2315 and a Damkohler

umber ( Da ) of 0.01, which is low enough to induce local extinc-

ion during turbulence–chemistry interaction and evolution. The

xtent of the computational domain is L x × L y × L z ≡ 12 H × 14 H

8 H , where H = 0.96 mm is the initial width of the fuel jet. The

imulations in this study employ about 18 uniformly spaced points

long H , which leads to approximately 2.1 M grid points total, with

 minimum resolution of approximately 4 η, where η is the Kol-

ogorov length-scale. A past DNS study [13] reports that η grows

ith time and becomes comparable to the grid size �x ; the grid

esolution considered in this study is therefore adequate to capture

he extinction and re-ignition dynamics. A grid convergence test is

ncluded in Fig. S1 of the Supplementary material, to show that the

bservations in this study are insensitive to grid resolution. 

The reacting flow field is initialized with a laminar flamelet so-

ution [32] at a bulk strain rate κ = 0 . 75 κq , where κq = 1295 s −1 

s the extinction bulk strain rate. Here, κq is obtained by gradually

ncreasing the bulk strain rate in the laminar flamelet calculation

ntil extinction occurs. To allow for the evolution of shear layer

urbulence, broadband isotropic turbulence is superimposed on the

ean flow with an initial integral length-scale of H /3, and turbu-

ence intensity of 0.05 U . A perfectly non-reflecting, characteristic-

ased outflow boundary condition is used in the transverse ( y ) di-

ection, whereas a periodic boundary condition is specified along

he streamwise ( x ) and spanwise ( z ) directions. The characteristic

ransient jet time is defined as t j = H/U , and the simulations are

onducted up to 40 t j to capture both the extinction and re-ignition

vents. 

. Numerical methodology 

.1. Compressible reacting flow solver 

In this study, the well-established reacting flow solver AVF-

ESLIE [33,34] was used. It is a multi-physics and multi-species

ompressible flow solver for DNS/LES of non-reacting/reacting

ows in canonical and moderately complex flow configurations. It

as been extensively used in the past to investigate a wide range of

ombustion problems, including acoustic flame-vortex interactions, 

remixed flame turbulence interactions, and scalar mixing [34–36] .

he solver uses the 2nd-order accurate MacCormack finite volume

cheme [37] on generalized curvilinear coordinates, and an explicit

nd-order accurate scheme for time-integration. A fractional-step

ethod [38,39] is used to treat the convection-diffusion term and
) �x (m) Grid points 

 × 10 −5 5 . 25 × 10 −5 128 × 256 × 64 
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the kinetics source term separately. The solver can handle arbi-

trarily complex finite-rate chemical kinetics, where the thermody-

namic properties are computed based on a thermally perfect gas

assumption, and the transport properties are computed using a

mixture-averaged formulation. The solver has been demonstrated

in large-scale turbulent combustion simulations on HPC platforms

exhibiting strongly scalable parallel performance [29,40] . Our tests

show that the simulation results are not affected by HPC architec-

ture, processor counts, and processors topology obtained from MPI

domain decomposition. 

3.2. Chemical kinetics models 

Two chemical kinetics models are compared in this study. The

first model, GRI-Mech 3.0 [31] , comprises 325 steps and 53 species,

and serves as a detailed stiff mechanism for syngas. The second

is a 21-step, 11-species non-stiff mechanism [13] developed by

Hawkes et al., which has been used in past DNS [13] and LES

[14,16] studies. Predictions of the extinction strain rates and the

laminar flame speeds by the 11-species model are within 1% and

5%, respectively, of those from GRI-Mech 3.0 (as shown in Table S1

and Fig. S2 of the Supplementary material). The two kinetics mod-

els predict very close adiabatic flame temperatures ( ∼12 K differ-

ence). Further examination of the 11-species model and GRI-Mech

3.0 shows that most reaction rate coefficients for the same reac-

tions are different for these two models. It should be emphasized

that the 11-species model is independent of GRI-Mech 3.0. Since

the transport data for these models are identical, any difference in

simulation results must come from differences in the chemical re-

actions. 

3.3. ODE solvers 

There are generally 3 categories of ODE solvers available for

the calculation of chemical kinetics: (1) pure implicit solvers,

such as the variable-coefficient stiff ODE solver (VODE) [41] ; (2)

semi-implicit solvers, such as the point-implicit stiff ODE solver

(ODEPIM) [42,43] ; and (3) pure explicit solvers, such as the 4th-

order Runge–Kutta (RK4) solver and Euler explicit solver with

sub-cycling. Pure implicit solvers, although accurate even for stiff

mechanisms, are computationally expensive. For example, VODE is

more than 40 times slower than ODEPIM while employing GRI-

Mech 3.0. Pure explicit solvers require time step sizes smaller than

the smallest chemical timescales; otherwise significant errors or

even numerical instability may be triggered. For the present evolv-

ing non-premixed flame using stiff mechanisms (such as GRI-Mech

3.0), the minimum chemical timescales are O(0.1 ns), while the

time step sizes from the CFL condition are O(10 ns). Numerical ex-

periments show that using RK4 for stiff mechanisms can introduce

significant errors and incorrect results; for example, the average

temperature error was more than 400 K in our investigation. For

reasons of both accuracy and computational speed, therefore, ODE-

PIM is selected in this study. 

3.4. Dynamic adaptive chemistry (DAC) 

DAC generates locally-reduced kinetics for each spatial location

and time step by the path flux analysis method [20] . Only the in-

stantaneous reaction rates of active species are calculated based

on the Arrhenius law as functions of the instantaneous gas tem-

perature and composition. The transport equations for the inac-

tive species are solved to guarantee the conservation of species,

but their chemical source terms are set to zero to reduce the

computational cost of chemical kinetics. To reduce the computa-

tional overhead for mechanism reduction, a correlation technique
27,29,30,44] is introduced to share the reduced kinetics among

ime-space points with similar thermochemical states. 

.5. Correlated transport (CoTran) 

Mixture-averaged transport coefficients are employed for the

omputation of viscous, thermally conductive, and species diffu-

ion fluxes, and to capture differential diffusion and the strong in-

eraction among molecular diffusion, turbulent mixing, and finite-

ate kinetics. Using the same correlation technique as in DAC but

ifferent grouping criteria [28–30,44] , the calculation of mixture-

veraged transport coefficients can be reduced significantly with-

ut computational overhead. DAC and CoTran are discussed in de-

ail in Refs. [29,30,44] . 

. Results and discussion 

.1. Instantaneous reacting flow features 

The contours of the OH mass fraction in Fig. 2 (a and b) illus-

rate the spatial evolution of the flame structure during the local

xtinction and re-ignition process. The flame location is identified

sing the stoichiometric mixture fraction iso-lines. Mixture fraction

 is defined as 

 = 

[
s Y F − Y O + Y O, 0 

s Y F, 0 + Y O, 0 

]
, (1)

here s = AF R stoich = ( W O × νO ) / ( W F × νF ) , with Y F , 0 being the fuel

ass fraction at the fuel stream inlet, Y O , 0 denoting the oxidizer

ass fraction at the oxidizer stream inlet, and Y O denoting the lo-

al oxidizer mass fraction. Here, W F and W O are the species molec-

lar weights, and νF and νO are the fuel and oxygen stoichiometric

oefficients, respectively. 

At 20 t j , only few discrete OH pockets survive and attach to

he stoichiometric surfaces, indicating that local extinction is ap-

roached in most regions of the shear layers. However, at 40 t j , the

alues of OH mass fraction increase sharply in most regions around

he stoichiometric surfaces within the shear layers, indicating the

pproach of re-ignition. Some of the disconnected small radical

ockets observed at 20 t j become the source of re-ignition at 40 t j .

he transverse movement of the flame occurs due to the spatial

volution of the shear layers in the transverse direction with time.

his is apparent from Fig. 2 (c and d), where the contours of the

orticity magnitude qualitatively illustrate the transverse spread-

ng of the shear layers. Due to this spreading, we observe dom-

nant large-scale structures at 40 t j as compared to 20 t j , with re-

uced peak values of vorticity magnitude. 

.2. Assessment of accuracy 

DAC and CoTran have been rigorously verified in the past by

imulating 0D/1D laminar flames [27,28] , a turbulent premixed

ame [29] , and a turbulent partially premixed flame [30] . In the

resent study, the accuracy of DAC and CoTran is verified for a tur-

ulent non-premixed flame. Figure 3 shows a comparison of the

enchmark (using ODEPIM) and DAC + CoTran (‘New’) at the center-

ine of the computational domain under local extinction (20 t j ) for

emperature, vorticity magnitude, mass fraction, and reaction rate

f OH. There are no observable differences in the quantities un-

er comparison. The same results were confirmed by comparison

f the 2D contours, which are omitted here for the sake of brevity.

o further quantify errors, we define the absolute L 2 error as: 

abs = 

1 

√ 

∫ 
(
Y New 

k 
− Y Benchmark 

k 

)2 
dV , (2)
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Fig. 2. Contours of OH mass fraction overlaid with stoichiometric mixture fraction (upper) and vorticity magnitude (lower) in 3D computational domain at local extinction 

(20 t j , left) and re-ignition (40 t j , right) from GRI-Mech 3.0. 

Fig. 3. Comparison of benchmark and DAC + CoTran (‘New’) at centerline of computational domain under local extinction (20 t j ) for (a) temperature, (b) vorticity magnitude, 

(c) mass fraction of OH, and (d) reaction rate of OH. 



228 S. Yang et al. / Combustion and Flame 183 (2017) 224–241 

Table 2 

Errors of DAC and CoTran at local extinction (20 t j ) and Re-ignition (40 t j ). 

Error T (K) Vor. ( s −1 ) Y CO Y H 2 Y O 2 Y H Y O Y OH Y C O 2 Y H 2 O 

εabs : 20 t j 0.003 1.70 1 . 68 × 10 −6 1 . 22 × 10 −8 7 . 64 × 10 −7 2 . 24 × 10 −9 2 . 27 × 10 −8 1 . 04 × 10 −8 7 . 73 × 10 −7 1 . 08 × 10 −7 

εabs : 40 t j 0.021 4.65 5 . 38 × 10 −6 2 . 61 × 10 −8 4 . 72 × 10 −6 1 . 04 × 10 −8 1 . 87 × 10 −7 7 . 84 × 10 −8 5 . 22 × 10 −6 3 . 68 × 10 −7 

εrel (%): 20 t j 0.66 3.93 1.48 1.49 0.47 1.79 3.46 3.78 2.05 1.46 

εrel (%): 40 t j 2.87 15.76 6.14 5.64 3.29 4.79 11.23 9.69 6.18 3.99 

Fig. 4. (a) PDF of mass fraction errors of OH under local extinction (20 t j ), and 

(b) temporal evolution of relative L 2 errors of temperature, vorticity magnitude, and 

mass fraction of OH through 3D computational domain for DAC + CoTran. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. (a) Comparison of computational time use distribution for benchmark and 

DAC + CoTran (‘New’) and (b) 2D contours of active species number at local extinc- 

tion (20 t j ). 
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and the relative L 2 error as: 

εrel = 

√ √ √ √ 

∫ 
(
Y New 

k 
− Y Benchmark 

k 

)2 
dV 

∫ (Y Benchmark 
k 

) 
2 
dV 

. (3)

These metrics provide the most stringent test, since local point-

wise errors can be made even if the benchmark and the new

method have similar means and PDFs. The PDF of errors of Y OH 

at local extinction (20 t j ), and the temporal evolution of relative

errors of temperature, vorticity magnitude, and Y OH , are presented

in Fig. 4 . The error distribution is highly concentrated at its mean

value near zero, and large errors are rare events. There is some

error accumulation for all quantities, but it is slow considering

the long run time of 40 t j . In addition, the error of temperature

grows much slower than that of Y OH and vorticity magnitude.

Table 2 shows the quantified errors of DAC + CoTran at local extinc-

tion (20 t j ) and re-ignition (40 t j ) for temperature, vorticity mag-

nitude, and mass fraction of representative species. The error is

small even at the end of the simulation, especially for temperature

(0.02 K) and major species (within 6%). In summary, DAC + CoTran

provides an accurate prediction of the 3D turbulent non-premixed

flame. 
.3. Assessment of computational cost 

Figure 5 (a) shows the speed-up using DAC and CoTran versus

he ODEPIM benchmark. Notably, DAC speeds up the calculation

f chemical kinetics by 3.4 times, and CoTran speeds up the cal-

ulation of mixture-averaged transport properties by 32 times. To-

ether, they provide a net speed-up of a factor of 4. Since ODEPIM

s used for the time-integration of chemical reactions, it is the cal-

ulation of transport properties that dominates the total compu-

ational time of the benchmark simulation, and, therefore, CoTran

ontributes most to the net speed-up. 

The speed-up from DAC depends heavily on the stiffness of the

hemical kinetics models. This is apparent from Fig. 5 (b), which

hows the distribution of the number of active species at local ex-

inction (20 t j ). Outside the shear layers, there are no active reac-

ions and only 3 “hibernating” species, fuels (CO and H 2 ) and oxy-

en, which are the seeds of the chemical mechanism reduction

20] . Inside the shear layers, the high temperature region has no

ore than 40 reactions and 10 species, while the relatively low

emperature regions have a greater number of active reactions and

pecies. 
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Fig. 6. (a) Temporal evolution of mean temperature on the stoichiometric surface 

obtained from GRI-Mech 3.0 and 11-species model; (b) PDF of temperature on the 

stoichiometric surface at local extinction (20 t j ) and re-ignition (40 t j ) from GRI- 

Mech 3.0 and 11-species model. 
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.4. Comparison of the two kinetics models 

In this section, the predictions of local extinction and re-

gnition from GRI-Mech 3.0 and the 11-species model are com-

ared through the instantaneous flame structure, conditional

tatistics, syngas flame structure, and scalar dissipation rate statis-

ics. The counterparts in all the comparisons have the exact same

onditions except for chemical kinetics models: the same grid, ini-

ial conditions, initial turbulence perturbation, HPC system, proces-

or count and topology, etc. Therefore, all the differences are at-

ributed to the chemical kinetics models. 

.4.1. Instantaneous flame structure 

Figure 6 compares the temporal evolution and PDF of the tem-

erature field on the stoichiometric surface obtained from simula-

ions using GRI-Mech 3.0 and the 11-species model. The mean sto-

chiometric temperature starts at approximately 1600 K, gradually

rops to 1200 K–1250 K at 20 t j , and increases gradually to ∼1600 K

t 40 t j . This evolution of the mean temperature clearly demon-

trates the approach of local extinction followed by the subsequent

e-ignition. Although the starting temperature and the trend are

he same, the prediction from the 11-species model gradually de-

iates from that of GRI-Mech 3.0. The deviation reaches its peak of

6 K (6%) near 20 t j , but decreases slightly afterwards, stabilizes at
Table 3 

Statistics of the PDF of temperature on the stoichiometric surface 

Statistics GRI-Mech 3.0 (20 t j ) 11-species model 

Mean 1243 K 1194 K 

Standard deviation 194 K 163 K 

Skewness −0.15 −0.21 
50 K, and remains stable to the end of the simulation. Temper-

ture from the 11-species model is always lower than that from

RI-Mech 3.0, as a result of different heat release pathways/rates. 

The most probable temperatures in the PDF plots follow the

emporal evolution of mean temperature. PDFs at re-ignition are

uch narrower than those at local extinction, which indicates that

ven at local extinction, there are some pockets of gas in a fully

urning state. The two models show a qualitatively similar struc-

ure of the PDF, but their peak values and the right tails of high

emperatures are quantitatively different, as shown in Table 3 .

omparing with GRI-Mech 3.0, the PDFs from the 11-species model

re biased toward lower temperatures, which is consistent with the

ean temperature evolution, and the standard deviation is smaller,

hich indicates a narrower PDF. 

The initial mean temperatures in Fig. 6 (a) are generated from

D steady laminar flamelet solutions (from a counter-flow config-

ration), and the values are close for the two chemical kinetics

odels (0.76% difference), indicating that the deviation is small in

D steady laminar flames. The deviation between the two chemical

inetics models is magnified by the unsteady turbulent configura-

ion. Turbulence and unsteady turbulent reacting flows are chaotic

ynamical systems that evolve on strange attractors of maximum

imension equal to the available degrees of freedom of the dis-

retized system. By reducing the dimensionality of this system

hrough elimination of governing equations, the attractor could be

ltered, and the chaotic system may deviate and follow a different

ttractor. Therefore, this is one of the potential reasons to explain

he observed deviation magnification. To directly investigate the ef-

ects of chaos in this system, Fig. S3 of the Supplemental material

hows the temporal evolution of mean temperature on the stoi-

hiometric surface obtained from the 11-species model with ± 5%

erturbations to the initial temperatures. In the evolution, the de-

iations are the same order of magnitude to the initial perturba-

ions, with the largest deviation of ∼7% (deviation magnification),

nd the smallest deviation of ∼2% (deviation reduction). Therefore,

here is no significant magnification of the initial perturbations.

his prove that the system is insensitive to initial perturbations,

nd thus not a typical chaotic system. To quantitatively investigate

his observation and compare with the flamelet solutions, absolute

nd relative mean deviations between the two chemical kinetics

odels (in mixture fraction space) of the 1D steady laminar flame,

D unsteady laminar flame, and 3D turbulent flame are presented

n Table 4 . For an arbitrary quantity φ, its absolute mean deviation

s defined as: 

e v φ
abs, st 

= max 
0 ≤t≤40 t j 

|〈 φGRI | Z = Z st 〉 ( t ) − 〈 φ11 −sp | Z = Z st 〉 ( t ) | (4) 

nd its relative mean deviation is defined as: 

e v φ
rel, st 

= max 
0 ≤t≤40 t j 

∣∣∣∣ 〈 φGRI | Z = Z st 〉 ( t ) − 〈 φ11 −sp | Z = Z st 〉 ( t ) 
〈 φGRI | Z = Z st 〉 ( t ) 

∣∣∣∣ (5) 

Since the 3D turbulent flame problem is of concern here, the

ame configuration is used for the 3D unsteady laminar case with

he initial turbulence turned off and the Reynolds number reduced

o 500 to avoid the generation of turbulence from the shear layers.

ue to the lower mean strain rate, local extinction does not occur

n this 3D unsteady laminar flame. As shown in Table 4 , the devia-

ions increase sharply from the 1D steady laminar flame to the 3D
( Z st ) for the two chemical kinetics models. 

(20 t j ) GRI-Mech 3.0 (40 t j ) 11-species model (40 t j ) 

1622 K 1580 K 

141 K 115 K 

−0.66 −0.58 
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Table 4 

Maximal (over time) deviations/errors of the 11-species model (11-sp), GRI-Mech 3.0 using DAC + CoTran, and GRIred11, with respect to GRI-Mech 3.0. Mean values of 

temperature and mass fractions of representative species on the stoichiometric surface. 

Abs. deviation T (K) Y CO Y H 2 Y O 2 Y H Y O Y OH Y C O 2 Y H 2 O 

1D steady laminar: 11-sp 12.22 0.0017 0.0 0 0 01 0.0012 0.0 0 0 0 07 0.0 0 0 04 0.0 0 044 0.0025 0.0 0 01 

3D unsteady laminar: 11-sp 89.00 0.0027 0.0 0 0 02 0.0019 0.0 0 0101 0.0 0 086 0.0 0 044 0.0045 0.0024 

3D turbulent: 11-sp 86.47 0.0038 0.0 0 010 0.0026 0.0 0 0118 0.00143 0.0 0 033 0.0054 0.0018 

3D turbulent: DAC + CoTran 01.30 0.0 0 02 3.44E −6 0.0 0 02 0.0 0 0 0 03 0.0 0 0 04 0.0 0 0 01 0.0 0 04 3.1E −5 

1D steady laminar: GRIred11 04.03 0.0 0 04 1.65E −6 0.0 0 03 7.40E −07 0.0 0 0 04 0.0 0 0 02 0.0 0 08 0.0 0 01 

3D turbulent: GRIred11 11.25 0.0012 0.0 0 0 02 0.0 0 08 0.0 0 0 0 06 0.0 0 010 0.0 0 0 04 0.0013 0.0 0 02 

Rel. dev. (%) T Y CO Y H 2 Y O 2 Y H Y O Y OH Y C O 2 Y H 2 O 
1D steady laminar: 11-sp 0.76 2.07 03.69 2.08 02.03 00.69 17.77 1.18 0.51 

3D unsteady laminar: 11-sp 5.18 4.80 08.64 4.82 32.82 21.62 13.24 1.65 7.77 

3D turbulent: 11-sp 5.96 2.82 21.09 2.80 49.55 33.86 14.11 5.00 8.51 

3D turbulent: DAC + CoTran 0.09 0.19 00.45 0.19 01.23 01.10 00.83 0.34 0.15 

1D steady laminar: GRIred11 0.25 0.45 00.48 0.44 00.20 00.76 00.62 0.35 0.51 

3D turbulent: GRIred11 0.91 0.77 02.01 0.77 02.88 04.02 04.10 1.38 0.90 
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unsteady laminar flame to the 3D turbulent flame for most quan-

tities, including temperature and major species. In particular, the

absolute deviation magnification factor is 7 for temperature, 10 for

H 2 , and 13 for H 2 O; the relative deviation magnification factor is

8 for temperature, 6 for H 2 , 4 for CO 2 , and 17 for H 2 O. Turbulence

and other unsteady effects significantly increase the deviations be-

tween the two chemical kinetics models. The 3D unsteady laminar

case is a non-chaotic system, thus chaotic system and strange at-

tractor cannot explain the deviation magnification due to general

unsteadiness effects. Similar deviation enlargement has also been

observed recently in an opposing-jet laminar flame impinged with

unsteady vortex [45] , which is also not a chaotic system. 

The shear layers undergo unsteady growth, and the complex in-

teraction of these unsteady effects with the kinetics significantly

increases the discrepancies between the two chemical kinetics

models. For example, in 3D unsteady laminar simulations, the cor-

relation coefficient of the two chemical kinetics models for the

reaction rate of H 2 O (defined as ρ
˙ ω GRI 

H 2 O 
, ˙ ω 11 −sp 

H 2 O 

= 

cov ( ̇ ω GRI 
H 2 O 

, ˙ ω 11 −sp 
H 2 O 

) 

σ
˙ ω GRI 
H 2 O 

·σ
˙ ω 
11 −sp 
H 2 O 

,

where cov is the covariance, and σ X is the standard deviation of X )

is 0.96. These deviations in reaction rates, and therefore heat re-

lease rate accumulate over time, to result in the above deviations

in both mass fraction and temperature. 

For most quantities (except for H 2 and CO 2 ), the deviations be-

tween the two chemical kinetics models in the unsteady laminar

case is either close to or even larger than those in the turbu-

lent case, which means that general unsteadiness effects are more

significant than turbulence effects in the mixture fraction space.

Therefore, the observed deviation magnification in the turbulent

case is not primarily due to the chaotic system and strange attrac-

tor. Compared to the unsteady laminar case, the addition of tur-

bulence amplifies the deviations for some quantities, but reduces

the deviations for some others. The former ones may come from

different attractors in the chaotic system. However, for the latter

ones, either chaos is not the dominant factor, or the altered at-
Table 5 

Contribution from the global reduction of reaction pathways to the maximal (over time)

ation magnification factors for (a) global reduction of reaction pathways and (b) differe

mass fractions of representative species on the stoichiometric surface. 

Contribution from (a) to total deviation (%) T Y CO Y H 2 

1D steady laminar 32.98 23.53 16.5 

3D turbulent 13.01 31.58 20.0 

Dev. magnification factor T Y CO Y H 2 
(a) Reduced pathways 2.79 3.00 12.12 

(b) Different RR coefficients 9.18 2.00 09.58 

Total 7.08 2.24 10.00 
ractor is very close to the original attractor in the chaotic system.

he most important effect of turbulence is on the spatial distri-

ution of the shear layers and mixture fraction Z , but this effect

s averaged out, as shown in Table 4 . Note that the error quantifi-

ation is much more stringent in Table 2 than in Table 4 , because

arge local point-wise deviations can occur even if predictions from

he two chemical kinetics models have similar means and PDFs on

he stoichiometric surface. Table 4 provides better error quantifi-

ation of DAC + CoTran using Eqs. (4) and ( 5 ). For the prediction of

ll quantities, the error introduced by DAC + CoTran is only 0.09–

.23%. Both the absolute and relative errors of DAC + CoTran are one

o two orders of magnitude smaller than the corresponding devia-

ions between the results from the two chemical kinetics models.

his suggests that DAC + CoTran introduces only negligible errors,

hich do not affect the observations discussed here. 

The differences between the results using the two chemical

inetics models can be related to two major differences in the

odels: (a) GRI-Mech 3.0 contains 42 more species than the 11-

pecies model, and thus contains 293 more kinetic reactions re-

ated to those 42 species, and (b) for those reactions included in

oth models, the reaction rate coefficients are different. To quantify

he difference in the simulation results caused by the larger num-

er of species in GRI-Mech 3.0, a globally reduced version of GRI-

ech 3.0 was created. The reduced version, which is referred to as

GRIred11’, only includes the 11 species treated in the 11-species

odel, and incorporates only those reactions related to these 11

pecies. Table 4 includes the deviations between detailed GRI-Mech

.0 and GRIred11. Note that these deviations are always 2–10 times

arger than the corresponding errors introduced by DAC + CoTran,

hich verifies that DAC is more accurate than the conventional

lobal reduction. 

Table 5 shows the contribution of (a) to the total abso-

ute deviations between the two chemical kinetics models, and

he absolute deviation magnification factors for (a), (b), and the

otal. The contribution of (a) is defined as the ratio of the
 absolute deviations between GRI-Mech 3.0 and 11-species model; absolute devi- 

nt reaction rate coefficients, and total. Based on mean values of temperature and 

Y O 2 Y H Y O Y OH Y C O 2 Y H 2 O 

25.00 10.57 > 100 04.55 32.00 > 100 

30.77 05.08 6.99 12.12 24.07 11.11 

Y O 2 Y H Y O Y OH Y C O 2 Y H 2 O 
2.67 08.11 002.54 2.00 1.63 0 0 01.38 

2.00 17.89 414.12 0.69 2.41 1329.36 

2.17 16.86 039.59 0.75 2.16 0012.55 
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Fig. 7. Instantaneous 2D contours of temperature at 20 t j (left) and 40 t j (right) on center plane ( Z = 4H); GRI-Mech 3.0 (upper) and 11-species model (lower). 
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eviations between GRI-Mech 3.0 and GRIred11 to the devia-

ions between GRI-Mech 3.0 and the 11-species model: C 
φ
(a ) ,st 

=
 e v φ, ( GRI v s GRIred11 ) 

abs, st 
/d e v φ, ( GRI v s 11 −sp ) 

abs, st 
. In the 1D steady laminar

ase, (b) dominates the total deviations for most quantities (ex-

ept O and H 2 O). In the 3D turbulent case, (b) dominates the to-

al deviations for all quantities. Both (a) and (b) are sensitive to

nsteadiness and other turbulence effects for all quantities, but

ith only (a), even though the deviation magnification is signifi-

ant (up to 12 times), the relative deviations are still within ∼4%

or all quantities. Therefore, the global mechanism reduction is still

alid for use. For temperature and all species with more than 10

imes total deviation magnification (H, O, H 2 O), (b) is more sensi-

ive, which results in the rise of its contribution to total deviations

rom 1D steady laminar case to 3D turbulent case. In particular,

or O and H 2 O in the 1D steady laminar case, (a) and (b) cause

eviations in opposite directions at Z st . As a result, (a) contributes

ore than 100% deviations for O and H 2 O in the 1D steady laminar

ase. However, the magnification factors of (b) for O and H 2 O are

14 and 1329, respectively, which are 20 0–10 0 0 times larger than

hose of (a) and makes (b) the dominant part in the 3D turbulent

ase. Essentially, (a) means the reaction rates of the globally re-

uced pathways are linearly removed. In contrast, (b) means that

he difference in reaction rate coefficients (e.g. activation energy)

an be nonlinearly (e.g. exponentially) enlarged. In summary, (b) is

he dominant source of the discrepancies between the results us-

ng the two models, and it is more sensitive to unsteadiness and

ther turbulence effects. 

Figure 7 shows a comparison of 2D contours of temperature as

omputed using GRI-Mech 3.0 and the 11-species model. The sto-

chiometric mixture fraction iso-lines are marked as black curves.

ocal extinction and re-ignition are clearly captured by both mod-

ls. At 20 t j , the extinction level is high (93% of the computational

omain is below 1300 K), and only a few discrete flame pockets

urvive. At 40 t j , most regions in the shear layers have been re-

gnited and the flames are connected. In addition, the shear layers
 t  
t 40 t j are spread much more widely than at 20 t j . The peak com-

ustion intensities (quantified by peak temperature), as modeled

sing GRI-Mech 3.0 (1627 K at 20 t j , and 1882 K at 40 t j ), are higher

han those from the 11-species model (1547 K at 20 t j , and 1812 K

t 40 t j ); this is consistent with the previously-discussed statistics

f T conditioned on Z st . Flame surface area varies by up to 26%

at 20 t j ) between the two chemical kinetics models, and the spatial

istribution of combustion intensity is different, especially at 40 t j .

hese differences are not revealed by comparison of T versus Z st ,

ecause those analyses average out the differences in the spatial

istribution of the shear layers and mixture fraction. For this rea-

on, the average of the local point-wise deviation between the two

hemical kinetics models is significantly larger than those shown

n Table 4 . These differences are particularly important in prac-

ice, as they can quickly affect the interplay of molecular diffusion,

nite-rate kinetics, and turbulent mixing, thus altering the com-

ustion dynamics. 

.4.2. Conditional statistics 

The mixture-fraction conditioned mean values of temperature,

nd mass fractions of OH, O, and H at local extinction (20 t j ) and

e-ignition (40 t j ), are shown in Fig. 8 . The initial values and the

aminar flamelet data at extinction from both chemical kinetics

odels are obtained by gradually increasing the bulk strain rate in

he laminar flamelet calculation until extinction occurs. As shown

n Fig. 8 , for both chemical kinetics models, the temperature and

ass fractions of OH and H decrease below the extinction val-

es of the laminar flamelet solution at 20 t j , indicating approach

oward local extinction. Temperatures drop to ∼1300 K, which is

300 K lower than the initial temperatures, and rise again beyond

he extinction values at 40 t j , indicating re-ignition. The behavior of

 is different from those of the other three quantities, as it in-

reases continuously regardless of extinction and re-ignition. This

s because most H 2 is converted into H and OH radicals within

he fuel stream, rather than reacting at the stoichiometric flame
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Fig. 8. Comparison of GRI-Mech 3.0 (solid line) and 11-species model (dashed line) in 1D steady laminar solutions (initial data and laminar flamelet values at extinction) 

and 3D turbulent simulations (at 20 t j and 40 t j ): the conditional means of (a) T , (b) Y OH , (c) Y O , and (d) Y H . 
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surface, and thus it is less affected by the change in the intensity

of combustion. The comparison of heat release rates from the two

models are shown in Fig. S4 of the Supplementary material. GRI-

Mech 3.0 has a higher peak heat release rate than the 11-species

model, which explains the higher temperature in the simulation

using GRI-Mech 3.0. 

Although the predictions from the two chemical kinetics mod-

els show the same trends, the 11-species model predicts lower

temperature and higher radical levels at all mixture fractions. In

other words, it predicts a lower radicals-to-products conversion

rate for heat release. As a result, the 11-species model predicts

more local extinction (mean T | Z st is 49 K smaller) but less re-

ignition (mean T | Z st is 42 K smaller). The largest deviations and

peak values of temperature, OH, and O in the 1D steady laminar

case are located near the stoichiometric mixture fraction of 0.42.

The mixture fractions corresponding to the largest deviations or

peak values in 3D turbulent simulations, on the other hand, are

all on rich side ( Z > 0.42), due to the relatively high diffusivi-

ties of fuels. For example, at 20 t j , H peaks and deviates most at

approximately Z = 0.7, a highly rich value. Moreover, all devia-

tions in the 3D turbulent simulations are significantly larger than

those in the 1D steady laminar solutions, except for the OH mass

fraction, which has different laminar flamelet predictions in the

two chemical kinetics models. In contrast, there are no observ-

able errors in the same comparison between the results from the

benchmark and from DAC + CoTran (not shown here); this demon-
trates that DAC + CoTran technique does not affect the observa-

ions presented here. There are only minor deviations between

RI-Mech 3.0 and GRIred11 in the same comparison (not shown

ere). 

The conditional means of mass fractions of CO, H 2 , CO 2 , and

 2 O with respect to mixture fraction from both chemical kinetics

odels are compared in Fig. 9 . Profiles of the conditional Y CO are

lose to linear, while those of Y H 2 contain significant variations of

lope with respect to mixture fraction. More precisely, the slopes

f Y H 2 are larger than those of Y CO near Z = 1 (the fuel stream) be-

ause the early consumption of H 2 inside the fuel stream provides

 and OH radicals for the oxidation of CO. On the other hand, the

lopes of Y H 2 are smaller than those of Y CO near Z = 0 (the oxidizer

tream), due to the recombination of radicals to reform H 2 . Follow-

ng the consumption of fuel, at approximately Z = 0.9 at 40 t j , the

rofiles of both Y CO and Y H 2 end. 

The behavior of Y C O 2 is similar to that of the OH and O rad-

cals – it is lower than the extinction values at 20 t j but higher

t 40 t j . In contrast, instead of recovering to values exceeding the

xtinction cutoff, H 2 O levels further decrease at 40 t j . There are

wo reasons for this phenomenon. On one hand, as shown in

ig. 9 (a and b), the initial jet contains only 10% H 2 but 50% CO (by

olume) so that at 40 t j there is limited H 2 left in the fuel stream

o generate H, OH and H 2 O, but a significant amount of CO left for

O 2 generation. On the other hand, thermal decomposition of H 2 O

H O + M = H + OH + M, H O + O = 2OH) dominates the reactions at the
2 2 
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Fig. 9. Mass fractions of (a) CO, (b) H 2 , (c) CO 2 , and (d) H 2 O, in 1D steady laminar solution (initial data and laminar flamelet values at extinction) and 3D turbulent 

simulations (at 20 t j and 40 t j ); GRI-Mech 3.0 (solid line) and 11-species model (dashed line). 
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igh re-ignition temperature, as can be seen in the high level of H

nd OH at 40 t j , as shown in Fig. 8 (b, d). 

At 20 t j , as compared with H radical, both products peak and de-

iate most at above Z = 0.6, a less-rich value, because of the smaller

iffusivities. All predictions of the conditional Y CO from the two

hemical kinetics models match well, while there are slight devi-

tions in Y H 2 and Y C O 2 . Moreover, the 11-species model predicts a

ignificantly lower level of Y H 2 O in turbulent simulations (especially

n the range of 0.2 < Z < 0.8), but a slightly higher level in 1D

teady laminar solutions. The reason for these opposite deviation

rends is that the deviations in H 2 O from (a) global reduction in

inetics pathways, and (b) different reaction rate coefficients, are

n the opposite direction. Furthermore, (a) dominates the total de-

iations in 1D steady laminar flames, while (b) dominates in 3D

urbulent flames, as discussed in Section 4.4.1 . For this reason, for

 2 O in 1D steady laminar flames, the deviation between GRI-Mech

.0 and GRIred11 (contribution from (a): de v H 2 O , ( GRI v s GRIred11 ) 

abs, st 
) is

arger than the deviation between GRI-Mech 3.0 and the 11-species

odel (total deviation: de v H 2 O , ( GRI v s 11 −sp ) 

abs, st 
). As a result, (a) con-

ributes more than 100% of the total deviation of H 2 O in 1D steady

aminar flames, as shown in Table 5 . Even though, both the to-

al deviation and the contribution from (a) are actually very small

within 0.5%) in 1D steady laminar flames. According to the Arrhe-

ius law, the reaction rate is RR = k (T ) 
∏ 

k [ Y k ] 
ν′ 

k , and the reaction

ate constant is k (T ) = A T b exp ( − E a ) . 
RT a  
In 1D steady laminar solutions, the deviations in species con-

entration and temperature between the two chemical kinetics

odels (GRI-Mech 3.0 and the 11-species model) are negligible, so

he additional reaction pathways in GRI-Mech 3.0 and the devi-

tions of pre-exponential factor A dominate the total deviations.

ore precisely, both chemical kinetics models have exactly the

ame coefficients ( A, b , E a ) for the major H 2 O formation reaction

H 2 + OH 

= H 2 O + H), but the pre-exponential factor A of the major

ecomposition reaction of H 2 O (the inverse of H + OH + M = H 2 O + M)

or GRI-Mech 3.0 is 72% higher than in the 11-species model. This

s why the 11-species model predicts a slightly higher level of H 2 O

nd a slightly lower level of H in the 1D steady laminar solution. 

In unsteady simulations, on the other hand, the deviations in

pecies concentration and temperature are significantly higher. In

ddition, according to Table 5 and a comparison of the same

onditional statistics between GRI-Mech 3.0 and GRIred11 (not

hown here), (a) is not the main driver for these large devia-

ions. This suggests that, instead of deviations in pre-exponential

actor A or deviations from (a), deviations in reactant concentra-

ion and the nonlinear temperature-dependent term T b exp ( − E a 
R T )

re responsible for the total deviations. Note that the 11-species

odel predicts a lower H 2 level and significantly lower tempera-

ure than GRI-Mech 3.0, so that the major H 2 O formation path-

ay (H 2 + OH 

= H 2 O + H) is significantly slower. In addition, this

eaction (with E a = 3430 cal/mole) is more sensitive to temper-

ture than H 2 O’s major decomposition pathway (the inverse of
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Table 6 

Maximal (over mixture fraction Z ) deviations/errors of the conditional means in the 11-species model (11-sp), GRI-Mech 3.0 using DAC + CoTran, and GRIred11, with respect 

to GRI-Mech 3.0: temperature and mass fractions of representative species. 

Absolute deviation T (K) Y CO Y H 2 Y O 2 Y H Y O Y OH Y C O 2 Y H 2 O 

Init. (1D steady laminar): 11-sp 23.28 0.002 0.0 0 0 03 0.0013 0.0 0 0 02 0.0 0 02 0.0 0 044 0.003 0.0 0 06 

Ext. (1D steady laminar): 11-sp 22.14 0.002 0.0 0 0 06 0.0017 0.0 0 0 02 0.0 0 03 0.0 0 044 0.003 0.0 0 06 

20 t j (3D unsteady laminar): 11-sp 96.76 0.006 0.0 0 0 03 0.0062 0.0 0 0 06 0.0013 0.0 0 057 0.006 0.0023 

40 t j (3D unsteady laminar): 11-sp 89.25 0.004 0.0 0 0 06 0.0027 0.0 0 0 04 0.0011 0.0 0 060 0.006 0.0019 

20 t j (3D turbulent): 11-sp 70.97 0.004 0.0 0 035 0.0085 0.0 0 011 0.0 0 07 0.0 0 017 0.009 0.0022 

40 t j (3D turbulent): 11-sp 86.20 0.024 0.0 0 039 0.0056 0.0 0 019 0.0016 0.0 0 057 0.016 0.0023 

20 t j (3D turbulent): DAC + CoTran 06.81 0.002 0.0 0 0 09 0.0 0 05 5.62E −6 5.6E −5 0.0 0 0 02 0.001 0.0 0 02 

40 t j (3D turbulent): DAC + CoTran 11.27 0.004 0.0 0 0 08 0.0013 0.0 0 0 02 9.7E −5 0.0 0 0 04 0.003 0.0 0 04 

Init. (1D steady laminar): GRIred11 08.55 0.001 0.0 0 0 05 0.0 0 02 4.22E −6 4.5E −5 0.0 0 0 02 0.001 0.0 0 02 

20 t j (Turbulent): GRIred11 22.52 0.003 0.0 0 019 0.0015 0.0 0 0 01 0.0 0 01 0.0 0 0 06 0.004 0.0 0 07 

40 t j (Turbulent): GRIred11 14.39 0.002 0.0 0 0 06 0.0015 0.0 0 0 02 9.9E −5 0.0 0 0 05 0.002 0.0 0 02 

Rel. deviation (%) T Y CO Y H 2 Y O 2 Y H Y O Y OH Y C O 2 Y H 2 O 
Init. (1D steady laminar): 11-sp 1.52 01.36 31.18 4.11 30.69 08.89 17.61 01.16 02.47 

Ext. (1D steady laminar): 11-sp 1.49 01.36 00.89 4.54 16.29 10.71 18.50 01.49 02.37 

20 t j (3D unsteady laminar): 11-sp 5.08 05.47 06.52 3.05 34.07 47.08 28.55 02.59 07.66 

40 t j (3D unsteady laminar): 11-sp 4.59 10.62 03.09 2.77 47.64 54.13 29.72 02.85 06.64 

20 t j (3D turbulent): 11-sp 5.26 73.41 07.79 2.95 23.64 21.46 32.49 30.80 62.36 

40 t j (3D turbulent): 11-sp 5.46 05.21 14.51 5.56 58.99 33.51 26.05 14.56 11.16 

20 t j (3D turbulent): DAC + CoTran 1.02 00.35 02.28 0.002 01.15 01.60 01.44 04.23 04.57 

40 t j (3D turbulent): DAC + CoTran 1.00 01.00 02.98 0.011 05.44 02.34 03.53 06.30 02.40 

Init. (1D steady laminar): GRIred11 0.99 00.20 01.23 00.78 02.16 00.83 00.76 02.80 0.57 

20 t j (Turbulent): GRIred11 3.68 00.50 03.26 00.48 03.22 04.52 04.68 04.76 03.86 

40 t j (Turbulent): GRIred11 1.00 00.38 02.25 01.11 06.99 01.60 02.63 01.78 01.12 
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H + OH + M = H 2 O + M with E a = 0), so that the H 2 O decomposi-

tions rates in the two chemical kinetics models are similar. These

considerations explain why the 11-species model predicts a sig-

nificantly lower H 2 O level in unsteady simulations. In summary,

the deviations in species concentration, temperature, and reaction

rates form a nonlinear positive feedback loop in unsteady simu-

lations, which significantly magnifies the sensitivity of simulation

results to chemical kinetics models. 

To provide further quantitative detail on the conditional mean

deviations between the two chemical kinetics models, absolute and

relative deviations of the 1D steady laminar flame (initial and at

extinction), 3D unsteady laminar flame (both 20 t j and 40 t j ), and

turbulent flame (both 20 t j and 40 t j ) using the two chemical kinet-

ics models are presented in Table 6 . The absolute conditional mean

deviation of an arbitrary quantity φ is defined as: 

de v φ
abs 

= max 
0 ≤Z≤1 

∣∣〈 φGRI | Z〉 − 〈 φ11 −sp | Z 〉 
∣∣ (6)

and its relative conditional mean deviation is defined as: 

de v φ
rel 

= max 
0 ≤Z≤1 

∣∣∣∣ 〈 φGRI | Z〉 − 〈 φ11 −sp | Z〉 
〈 φGRI | Z〉 

∣∣∣∣ (7)

For the 1D steady laminar case in Table 6 , approximately 31%

relative deviation of H and H 2 happens near Z = 1 (pure fuel) and

Z = 0 (pure oxidizer), where the concentrations of H and H 2 are

close to zero (see Figs. 8 and 9 ) resulting in large deviation. Similar

to the trend shown in Table 4 , the deviations in Table 6 increase

sharply from the 1D steady laminar to the 3D unsteady laminar

to the 3D turbulent for most quantities, including temperature and

major species. As shown in Table 4 , the relative deviation in 3D

turbulent simulations can be more than 50 times larger than that

in the 1D steady laminar solutions for CO, almost 20 times for H 2 ,

almost 30 times larger for CO 2 and H 2 O, and nearly 4 times larger

for temperature. The absolute deviation magnification factor is 4

for temperature, 12 for CO, 13 for H 2 , 7 for O 2 , 5 for CO 2 , and 4

for H 2 O. This further proves that the effects of unsteadiness and

turbulence can significantly increase the deviations between the

two chemical kinetics models, not only on the stoichiometric sur-

face, but also for all values of mixture fraction. Again, the effect of

unsteadiness is larger than that of turbulence for most quantities,
ecause the major influence of turbulence is on the spatial distri-

ution of the shear layer flow field and mixture fraction, and the

patial distribution is diminished in both Tables 4 and 6 . There-

ore, the observed deviation magnification in the turbulent case

s not primarily due to the chaotic system and strange attractor.

ompared to the unsteady laminar case, the addition of turbulence

mplifies the deviations for some quantities, but reduces the devi-

tions for some others. The former ones may come from different

ttractors in the chaotic system. However, for the latter ones, either

haos is not the dominant factor, or the altered attractor is very

lose to the original attractor in the chaotic system. At 20 t j , the de-

iation in unsteady simulation is nearly 100 K, which is hardly ac-

eptable for high-fidelity prediction, and could significantly affect

he prediction of many important quantities, including NO x emis-

ion. 

To verify that DAC + CoTran does not affect the above ob-

ervations, Table 6 also provides its error quantification using

qs. (6) and ( 7 ). The errors are one half to three orders of magni-

ude smaller than the corresponding differences between the two

hemical kinetics models. Table 6 also includes the differences be-

ween GRI-Mech 3.0 and GRIred11 to show the contribution from

he global reduction of kinetics pathways to the total deviations. 

To better understand the contribution to the total deviations

rom (a) the global reduction of kinetics pathways, and from (b)

he differences in reaction rate coefficients, Table 7 shows the con-

ribution of (a) to the total absolute deviations between the two

hemical kinetics models, and the absolute deviation magnifica-

ion factors for (a), (b), and total. The contribution of (a) is de-

ned as the ratio of the deviations between GRI-Mech 3.0 and

RIred11 to the deviations between GRI-Mech 3.0 and the 11-

pecies model: C 
φ
(a ) 

= d e v φ, ( GRI v s GRIred11 ) 
abs 

/d e v φ, ( GRI v s 11 −sp ) 
abs 

. In the

D steady laminar case, part (b) dominates the total deviations for

ost quantities except fuels (CO and H 2 ). In the 3D turbulent case,

art (b) dominates the total deviations for all quantities. Both (a)

nd (b) are sensitive to unsteadiness and other turbulence effects,

ut for temperature and all major species, (b) is more sensitive

han (a). In particular, (a) contributes approximately 50% of the de-

iation for CO and more than 100% for H 2 in the 1D steady lami-

ar case, which indicates that (a) and (b) cause deviations in op-

osite directions for H 2 . However, the magnification factors of (b)
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Table 7 

Contribution from the global reduction of reaction pathways to the maximal (over mixture fraction Z ) absolute deviations between GRI-Mech 3.0 and the 

11-species model; absolute deviation magnification factors for (a) global reduction of reaction pathways and (b) different reaction rate coefficients, and total. 

Temperature and mass fractions of representative species. 

Contribution from (a) to total deviation (%) T Y CO Y H 2 Y O 2 Y H Y O Y OH Y C O 2 Y H 2 O 

1D steady laminar 36.73 50.0 > 100 15.38 21.10 22.50 04.55 33.33 33.33 

3D turbulent 26.13 12.5 48.72 17.65 10.53 06.25 10.53 25.00 30.43 

Deviation magnification factor T Y CO Y H 2 Y O 2 Y H Y O Y OH Y C O 2 Y H 2 O 
(a) Reduced kinetics pathways 2.63 03 03.8 7.50 04.74 2.22 3.00 4.00 3.50 

(b) Different RR coefficients 4.32 21 10.0 6.36 10.77 9.68 1.21 6.00 4.00 

Total 3.89 12 13.0 6.54 09.50 8.00 1.30 5.33 3.83 
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(

or O and H 2 O are 21 and 18, respectively, which are 6–7 times

arger than those of (a) and makes (b) the dominant factor in the

D turbulent case. In addition, with only (a), even after the large

eviation magnification (up to 7.5 times), the deviations are still

ithin ∼2% for temperature and major species. The global mech-

nism reduction can thus still be considered appropriate for use.

n summary, (b) dominates the deviations and is more sensitive to

nsteadiness and other turbulence effects. 

We note that the above observations were shown to be insensi-

ive to grid resolution in the grid convergence test, as presented in

ig. S1 of the Supplementary material. When the grid resolution is

ncreased by a factor of 2 in all spatial directions, the temperature

nd mass fractions of H 2 O and H only change up to approximately

.5% (7 K), 1%, and 5%, respectively. In contrast, for both grid reso-

utions, the deviations between the two chemical kinetics models

n temperature and mass fractions of H 2 O and H are approximately

% (84 K), 6%, and 20%, respectively, and these sizes are indepen-

ent of the grid refinement. The spatially averaged transverse pro-

les provide similar mesh-independent results. When the grid res-

lution is increased by a factor of 2 in all spatial directions, the

emperature and mass fractions of H O and H only change up to
2 

ig. 10. Comparison of GRI-Mech 3.0 (upper) and 11-species model (lower): instantaneou

 Z = 4H). 
pproximately 1% (10 K), 1%, and 6.5%, respectively. In contrast, for

oth grid resolutions, the deviations between the two chemical ki-

etics models in temperature and mass fractions of H 2 O and H are

pproximately 5.3% (67 K), 5.5%, and 40%, respectively, and these

izes are independent of the grid refinement. 

.4.3. Syngas flame structure 

To further investigate the effects of turbulence, which are not

lear from the statistics in mixture fraction space, 2D contours of

orticity magnitude and mixture fraction obtained from turbulent

imulations are shown in Figs. 10 and 11 , respectively. The two

hemical kinetics models produce similar vorticity magnitude

nd mixture fraction fields at 20 t j (local extinction), but signif-

cantly different fields at 40 t j (re-ignition). However, the same

omparison for 3D unsteady laminar simulations (not shown here)

hows almost identical vorticity magnitude and mixture fraction

elds from both the chemical kinetics models, with less than 0.6%

eviations in peak values. The deviations in flow and mixture

raction field seem therefore likely to be the result of the com-

lex turbulence–chemistry interaction. Furthermore, the vorticity 

agnitude field does not contain the initial isotropic turbulence at
s 2D contours of vorticity magnitude at 20 t j (left) and 40 t j (right) on center plane 



236 S. Yang et al. / Combustion and Flame 183 (2017) 224–241 

Fig. 11. Comparison of GRI-Mech 3.0 (upper) and 11-species model (lower): instantaneous 2D contours of mixture fraction at 20 t j (left) and 40 t j (right) on center plane 

( Z = 4H). 
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both time instants, but is dominated by the shear-generated turbu-

lence triggered by the initial turbulence. At both time instants, the

stoichiometric mixture fraction value of 0.42 is found inside the

shear layers. 

The 2D contours of Y CO and Y H 2 in turbulent simulations us-

ing the two chemical kinetics models are shown in Figs. 12

and 13 , respectively. Due to fuel consumption, the levels of both

CO and H 2 decrease significantly from 20 t j to 40 t j . As shown in

Fig. 9 , the consumption of H 2 is much faster than that of CO, as

is consistent with the conditional statistics. This is because CO can

only be consumed by combustion near the stoichiometric surface,

but H 2 can be consumed inside the hot fuel stream by thermal

decomposition (chain initiation reaction H 2 + M = 2H + M); this ef-

fect is also suggested by the spatial distribution of consumption

rates of CO and H 2 (not shown here). In Fig. 9 , at 20 t j , the ma-

jor deviations between the two chemical kinetics models are in

the peak values and the volume occupied by the peak values, as

is further demonstrated by the conditional mean statistics. In con-

trast, the deviations at 40 t j are primarily in the spatial distribu-

tion, which is controlled by the flow field deviations shown in

Fig. 10 . 

Since OH is the key radical consuming CO and releasing heat,

its 2D contours from the two chemical kinetics models are pre-

sented in Fig. 14 . Interestingly, the contours of OH roughly wrap

around those of H 2 in Fig. 13 , which means that OH is mainly gen-

erated from the remaining H 2 in the fuel stream via chain branch-

ing reactions (i.e., H + O 2 = O + OH, O + H 2 = H + OH). The behavior of

OH is similar to that of temperature in Fig. 7 , which indicates lo-

cal extinction and re-ignition. Even at 20 t j , however, a few discon-

nected small OH pockets survive and become the source of later

re-ignition. A larger spread of OH in the transverse direction is

clearly observed in the 11-species model as compared to GRI-Mech
 k  
.0, especially at 40 t j ; this also demonstrates that the model with a

ower radicals-to-products conversion rate (11-species model) can

ause more local extinction and less re-ignition under the effect of

urbulence. 

.4.4. Scalar dissipation rate statistics 

Figure 15 presents a comparison of the two chemical kinet-

cs models through 2D contours in the symmetry plane of the

calar dissipation rate χ = 2 D ∇ Z · ∇ Z, normalized by its extinction

alue χq = 961 se c −1 , where D is the mixture diffusivity, assuming

nity Lewis numbers. A logarithmic scale is used here to account

or the wide range of the scalar dissipation rate field. The stoichio-

etric mixture fraction iso-lines are marked as black curves. The

ontours clearly show that the flow is fully turbulent, and the high

issipation regions are concentrated in thin “laminar” sheets. The

calar dissipation rate is much more spatially distributed at 40 t j 
han at 20 t j , due to more transverse spreading of the shear layers,

ut the peak values are similar. The thin sheets of peak values are

enerally located near the stoichiometric surface, where mixture

raction has the largest gradients. As in the flow and mixture frac-

ion fields, the two chemical kinetics models produce similar scalar

issipation rate distributions at 20 t j (local extinction) and different

t 40 t j (re-ignition), but the two chemical kinetics models show

lmost identical scalar dissipation rate fields in the 3D unsteady

aminar simulations (not shown here). This suggests that the de-

iations in scalar dissipation rate also come from the turbulence–

hemistry interaction. 

In order to remove possible bias resulting from the unmixed

xidizer fluid [46] , Fig. 16 shows a comparison of the normalized

DFs of scalar dissipation rate on the stoichiometric surface ( Z st )

rom both chemical kinetics models. Results from the two chemical

inetics models match well, except for some slight deviations in
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Fig. 12. Instantaneous 2D contours of CO mass fraction at 20 t j (left) and 40 t j (right) on the center plane ( Z = 4H): GRI-Mech 3.0 (upper) and 11-species model (lower). 

Fig. 13. Instantaneous 2D contours of H 2 mass fraction at 20 t j (left) and 40 t j (right) on the center plane ( Z = 4H): GRI-Mech 3.0 (upper) and 11-species model (lower). 
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Fig. 14. Instantaneous 2D contours of OH mass fraction at 20 t j (left) and 40 t j (right) on the center plane ( Z = 4H): GRI-Mech 3.0 (upper) and 11-species model (lower). 

Fig. 15. Instantaneous 2D contours of log 10 ( χ / χ q ) at 20 t j (left) and 40 t j (right) on the center plane ( Z = 4H): GRI-Mech 3.0 (upper) and 11-species model (lower). 
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Fig. 16. PDF of normalized logarithm of scalar dissipation rate on the stoichiometric 

surface at 20 t j (blue) and 40 t j (red): GRI-Mech 3.0 (solid lines), 11-species model 

(dashed lines), and log–normal distribution (dash-lot line). (For interpretation of the 

references to color in this figure legend, the reader is referred to the web version 

of this article.) 
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Fig. 17. PDF of (a) χ / χ q , (b) χCO , and (c) χOH on the stoichiometric surface at 20 t j 
(blue) and 40 t j (red), calculated using GRI-Mech 3.0 (solid lines) and 11-species 

model (dashed lines). (For interpretation of the references to color in this figure 

legend, the reader is referred to the web version of this article.) 
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(  
he left tail (normalized χst < −3 ). The results from both chemical

inetics models match well even for the un-normalized PDF, with

he detailed comparison shown in Table 8 . Re-ignition (40 t j ) has a

lightly smaller mean scalar dissipation rate than local extinction

20 t j ), due to the spreading of mixture fraction. 

Both chemical kinetics models show a negatively skewed

ono-modal log–normal-like distribution with small departure

rom the ideal log–normal distribution on both tails [46] . With

espect to the ideal log–normal distribution, they both over-predict

he PDF at the left tail (normalized χst < −2 ) and under-predict

he PDF at the right tail (normalized χ st > 2). This is the so-called

scalar intermittency” in turbulent mixing theory [13] . Therefore,

he log–normal distribution, which is applied in flamelet methods

o model χ st [47] , has low accuracy at high and low values of χ st ,

ut good accuracy for the rest region. Interestingly, re-ignition

40 t j ) is slightly closer to the log–normal distribution than local

xtinction (20 t j ), which indicates that the amount of intermit-

ency decreases with the temporal evolution. Thus, the log–normal

odel in flamelet methods may perform better in long-term simu-

ations of time-evolving problems, in which turbulence decays. The

og–normal-like distribution is consistent with the results from

he DNS study with over-resolved grid of Hawkes et al. [13] (this

urther confirms the use of reasonable grids in the present study).

s tested, the continuous log–normal-like distribution of χ st is

nly seen in turbulent combustion, while both 1D steady and 3D

nsteady laminar simulations contain only one single value of χ st .

The standard scalar dissipation rate χ is defined based on mix-

ure fraction. At the same time, each species has its own scalar

issipation rate, defined as χk = 2 D k ∇ Y k · ∇ Y k for the k th species,

here D k is its mass diffusivity. As in Fig. 16 , normalized PDFs of

toichiometric χCO and χOH in the turbulent cases also approxi-

ately follow the log–normal distribution, except in the two tails,

hile laminar cases only contain a few discrete values of stoi-

hiometric χCO and χOH (not shown here). Figure 17 presents the

DF of χ / χq , χCO , and χOH on the stoichiometric surface. The sto-
Table 8 

Statistics of non-normalized PDFs of scalar dissipation rate on stoic

els. 

Statistics GRI-Mech 3.0 (20 t j ) 11-species mode

Mean 3.25 3.23 

2nd central moment 0.25 0.25 

Standard deviation 0.50 0.50 

3rd central moment −0.06 −0.06 

Skewness −0.48 −0.45 
chiometric PDFs of χ and χCO are similar to that of temperature

 Fig. 6 ), but are different from that of χOH (which is more closely

ormally distributed). The most likely χ st of local extinction (20 t j )

s 3.5 times larger than χq from the flamelet solution, while that

f re-ignition (40 t j ) is almost 2 times smaller than χq . This re-

ult is consistent with the theory that short local time-scales could

revent chemical reactions from releasing enough heat to sustain

ombustion, and would thus result in extinction [48] . On the other

and, re-ignition (40 t j ) has narrower PDFs than local extinction

20 t j ) for all three scalar dissipation rates, for the same reason as
hiometric surface ( Z st ) from the two chemical kinetics mod- 

l (20 t j ) GRI-Mech 3.0 (40 t j ) 11-species model (40 t j ) 

2.64 2.59 

0.43 0.42 

0.66 0.65 

−0.10 −0.08 

−0.34 −0.31 
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the PDFs of temperature in Fig. 6 . For the PDFs of all three scalar

dissipation rates, the deviations between the two chemical kinet-

ics models are small near the peak values. For both steady and

unsteady laminar simulations, the PDFs of all scalar dissipation

rates are mono-modal. Unlike 1D steady laminar simulations, how-

ever, the 3D unsteady laminar simulations using the two chemical

kinetics models have different principal modes of scalar dissipation

rates: only ∼2% difference for χ , but 5–6% for χCO , and 20–55% for

χOH , due to the unsteady shear layer expansion. The high sensitiv-

ity to (species-based) scalar dissipation rates results in large devi-

ations in temperature and species concentrations in 3D unsteady

laminar simulations. 

5. Conclusion 

To study the sensitivity of predictions to chemical kinetics mod-

els, two chemical kinetics models, GRI-Mech 3.0 [31] and an 11-

species syngas model [13] , are compared in a 3D finite-rate simula-

tion of a temporally evolving turbulent non-premixed syngas flame

with extinction and re-ignition. 

Using the ODEPIM solver, techniques of dynamic adaptive

chemistry (DAC) and correlated transport (CoTran) are verified and

applied, and are found to allow 4 times more efficient computa-

tion of 3D finite-rate simulations of turbulent combustion using

detailed GRI-Mech 3.0. Comprehensive verifications indicate that

DAC + CoTran provides accurate results that allow for comparison

of predictions by the two chemical kinetics models. 

Local extinction and re-ignition are clearly captured by both

chemical kinetics models, with similar qualitative trends. How-

ever, significant quantitative deviations are observed, indicating

that simulation of turbulent combustion is highly sensitive to the

choice of chemical kinetics model. In particular, the temperatures

predicted by the 11-species model are consistently lower than

those predicted by GRI-Mech 3.0 in stoichiometric PDFs and means

( ∼86 K), conditional statistics (nearly 100 K), and 2D contours. This

is due to the presence of fewer radicals-to-products conversions

to release heat in the 11-species model. This is also manifested

as prediction of more local extinction (mean T | Z st is 49 K smaller)

and less re-ignition (mean T | Z st is 42 K smaller). As expected, the

mixture-fraction conditioned mean deviations in major species are

smaller than those in intermediate and minor species. In the con-

ditional statistics on the major species, the deviations are signifi-

cant for H 2 O, moderate for H 2 and CO 2 , and negligible for CO. 

Although the two models start with almost identical 1D steady

laminar flamelet solutions, the prediction of the 11-species model

gradually deviates from that of GRI-Mech 3.0. The deviations in

species concentration, temperature, and reaction rates form an in-

teraction cycle to gradually reinforce each other under the effects

of unsteadiness and turbulence. This reinforcement can change the

dominant factors from the global reduction of kinetics pathways

to the deviations in reaction rate coefficients, causing deviations

in directions opposite to those seen in 1D steady laminar solu-

tions. In general, the deviations between the two chemical kinet-

ics models increase sharply from the 1D steady laminar to the 3D

unsteady laminar to the 3D turbulent simulations for most quanti-

ties, including temperature and major species. Thus, the absolute

deviation in turbulent combustion simulations is up to 7 times

larger than that in the 1D steady laminar solutions for tempera-

ture, up to 12 times larger for CO, up to 13 times larger for H 2 ,

up to 7 times larger for O 2 , up to 5 times larger for CO 2 , and up

to 13 times larger for H 2 O. We conclude that the effects of un-

steadiness and turbulence significantly magnify the sensitivity of

turbulent combustion simulation to chemical kinetics. The devia-

tions between the two chemical kinetics models include two ma-

jor sources: (a) GRI-Mech 3.0 contains 42 more species than the

11-species model, and thus contains 293 more kinetic reactions re-
ated to those 42 species; and (b) for those reactions included in

oth models, the reaction rate coefficients are different. Both (a)

nd (b) are sensitive to unsteadiness and other turbulence effects,

ut (b) is the dominant part and is more sensitive to unsteadi-

ess and other turbulence effects. Essentially, (a) means the reac-

ion rates of those globally reduced kinetics pathways, which are

inearly removed from the net path fluxes. In contrast, (b) the dif-

erence in reaction rate coefficients can grow exponentially. 

In the stoichiometric means and conditional statistics of most

uantities, the magnification of the deviations between the two

hemical kinetics models due to unsteadiness is larger than that

ue to turbulence. Therefore, the effect of unsteadiness dominates

he deviation in mixture fraction space. The two chemical kinet-

cs models provide similar spatial distribution of vorticity magni-

ude, mixture fraction, and scalar dissipation rates at local extinc-

ion, but completely different fields at re-ignition, and these are

ominated by the complex turbulence–chemistry interaction. 

Both chemical kinetics models show negatively skewed mono-

odal log–normal-like distributions for scalar dissipation rates,

ith small departures on both tails (that is, scalar intermittency).

he log–normal distribution, which is used in flamelet methods to

odel χ st , is not accurate enough at high and low values of χ st , but

hould have good accuracy for the remaining region. Interestingly,

e-ignition is slightly closer to the log–normal distribution than lo-

al extinction, which tends to indicate that the amount of intermit-

ency decreases with temporal evolution, so the log–normal model

n flamelet methods might perform better for time-evolving prob-

ems with decaying turbulence. Due to the expansion of the un-

teady shear layer, the two chemical kinetics models have differ-

nt principal modes of the scalar dissipation rates. Consequently,

he high sensitivity to scalar dissipation rates results in large devi-

tions in temperature and species concentrations between the two

odels. 
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